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# Introduction to Security Problems and The Potential Effects of Public Disclosure

Some of the crucial factors in assessing software quality are security issues (or defects, or vulnerabilities), their discovery and disclosure, their failure in the field, and their correction. Therefore, whether or not the software developers choose to openly reveal such issues is an excellent approach to assess the software developers, which directly affects the assessment of the program itself. Researchers that study the operational security quality of software systems concentrate on security issue counts and frequencies rather than the operational profile of the program that contains them.[[1]](#endnote-1) An operational profile is a description of how frequently a product is used, what it does, and how it operates—including both authorized user usage of the program and attacker activity.[[2]](#endnote-2) After a security issue is discovered, the latter might become more intense. On the one hand, end-user views of the product's degree of security may increase when disclosure is coupled with a repair or a workaround. On the other hand, end-user views may be less favorable when disclosures are not immediately followed by a solution or a workaround by developers, even when the likelihood that the product would fail due to a security breach may not have altered in a specific scenario. It is essential to take into account these elements in security evaluations when data on software use levels, developer response times, user patching times, and attacker infiltration stages is (publicly) accessible.

When it comes to the calendar vs operational view, different behavior when including usage metrics in the security analyses may be seen. On one hand, when observed, the number of security problems disclosed per a set unit time remains approximately constant when viewed from the calendar perspective. This observation could give the illusion that the security quality of the software is most likely not improving. On the other hand, when the number of security problems disclosed per a set unit time is viewed from the usage perspective, an observation might be that the usage of the product is intensifying and yet we are not finding more problems over time. These two points of view prove that an operational view is going to be very helpful and should be considered explicitly when analyzing the security profile of a software product. This observation gives the illusion that not only things are most likely getting better but also there are no more problems being found as time goes on.

# Overview of Solution

There were four main objectives when it came to fixing software security issues: create an automation framework to make it easier to gather and compile information on software security issues from public repositories; create and evaluate a state-based process model of the security problem disclosure, correction, exploitation, failure, and patching; and create security sub-models as a component of the entire process model to forecast when security concerns will be disclosed, and utilize empirical data and simulations in conjunction with the overall process model to evaluate various disclosure, rectification, and patching procedures.

# Data Collection

When it comes to data collection, there are several problems, one of which is the scattered nature of security data and the challenges in gathering that data.[[3]](#endnote-3) To address this problem, a toolset for the automatic collection of linked data from public repositories was created.[[4]](#endnote-4) For a wide range of software products, including but not limited to different versions of Firefox, Linux, SeaMonkey, Microsoft Internet Explorer, etc., this toolkit gathered data on both security and non-security issues.

It was discovered that between 0.05 and 5% of the reported issues are security related.[[5]](#endnote-5) For 35% of all security issues, there are open exploits. Only 1.3% of security issues encounter public exploits after being made public, whereas 34% of issues receive exploits even before developers are aware of them and before they are published as a result of an exploit.[[6]](#endnote-6)

Field failures are caused by between 0.05% and 2% of all software security issues. 95 percent of field failures affect fewer than 50 systems, 3 percent affect between 50 and 1000 systems, and 2 percent affect more than 1000 systems. However, it is known that 50,000–50 million people may have been affected by common security threats during the previous ten years. Only when users engage with the attack mechanism will true software security issues (30% to 80%) fail in practice.[[7]](#endnote-7) In other words, if consumers are made aware of such problems, they may be prevented.

It has been demonstrated that if a security issue is fully disclosed before a solution is ready, it takes around a week to release the patches needed to fix the issue. The time it takes to issue the fixes needed to fix the failing security vulnerability, in contrast, can take anywhere from a week to a month if full disclosure of the security problem is not made.

# Process Modeling

The interaction of events involving users, developers, attackers, security problems, and remedies is described by a model of the reaction to security issues. The model depicts the possible outcomes for a system depending on the identification and disclosure of security flaws, exploits, field failures, different sorts of issues, the level of rectification, etc. By placing a strong emphasis on roles and usage perspectives, the model stands out from other published models and is highly thorough.[[8]](#endnote-8)

# Predictive Modeling

The security problem response approach incorporates predictive modeling. It aids in issue prediction, such as the mean-time-to-problem correcting and the mean-time-to-problem disclosure. One might be able to apply traditional software and system reliability models provided the process remains constant and security concerns behave similarly to non-security problems. However, it is still early in the adoption of such models in the security field.[[9]](#endnote-9) In order to describe and anticipate some of the transitions in our overall model, two security-oriented models after failing to apply traditional software reliability models on security fault data from a calendar time viewpoint have been investigated. The Bayesian disclosure model and the classical reliability model are these two security-oriented models.

In the context of a system's actual usage, classical reliability models may effectively forecast issue rates per release and across software versions. Software security encompasses both objective and subjective measurements in the Bayesian disclosure model, including implied variability in the operational profile, the impact of cyberattacks, and subjective assessments of exposure and problem severity, among other things. With a relative error of 26%, the Bayesian disclosure model performs at least as well as some other traditional software reliability models in terms of predicting the revelation of security flaws with respect to the operational usage of the program.

# Classical Software Reliability Model

Can issue rates be predicted using traditional reliability models in the context of a system's operational use? The Fedora 6 issue exposure rate seems to decrease with the amount of time the system has been in use. Thus, it was discovered that Fedora 6 and other release data may be used to predict the issue exposure rate using Musa's Logarithmic Poisson Execution Time model[[10]](#endnote-10). In the case of Fedora, many versions show similar traits in terms of reporting and fixing security issues. Based on this, the parameters predicted for a certain software release may also be used for the subsequent release. This might be very helpful when determining whether to switch to a new version and estimating the likelihood that security issues will be disclosed in the upcoming version using the present version.

# Bayesian Model

A thorough model of a product's software security attributes must include objective, less objective measurements, subjective assessments of problem exposure and severity, etc. because software security includes both an objective and a subjective component. Two kinds of security disclosures were identified because, as was already established, whether or not disclosures are followed by a patch or workaround will most likely alter how the end user perceives the product's degree of security. The first category includes vulnerabilities that come with solutions, that a developer distributes once a week, or that the end-user may employ an immediate patch, a problem-avoidance tactic, or a workaround for. The second category is made up of people who need an external solution that will come to a certain amount of time down the road, or potentially never.

It goes without saying that software frequently has flaws when it is originally developed, which are found and fixed as the product gets older. Other errors might, however, be introduced throughout this procedure. Also with security flaws, this is true. Security flaws, on the other hand, suggest criminal intent and exploitation that may purposefully aggravate a relatively harmless software flaw that, by itself, may not result in a software failure. Following the exposure of a flaw, attacks may become more intense, which might alter both the real and perceived likelihood that a computer would have a security breach.

Security problems may be quite subtle, which makes it difficult to discern between them. They may not appear until a correlated set of inputs is present, they may slow down the system, they may provide illegal access to the system and its contents, etc.

The study of the data that was gathered revealed a declining trend in the number of security issues that were reported during the in-service period. It was noteworthy since, over the studied period, the systems employed in this study were downloaded millions of times. It was noted that, for the most part, problem reporting and repair systems were keeping up, but that occasionally problems took a very long time to resolve. It is possible for the model to accurately represent this in around 30% of the voluntary situations, assuming immediate fault correction. The median relative error was used to gauge predicted accuracy, much like with classical reliability models. When the predictions are tested after watching the data for around 20% of the execution time, it is often found that a median relative inaccuracy of about 34% has occurred. This demonstrates that the model at least agrees with the collected data. However, when the subjective perspectives that affect the scale and form of the Gamma distribution are taken into account, the actual power of the Bayesian model will begin to emerge.

Numerous research on the software system usage behaviour for various user categories has been conducted in relation to operational use variability. It was also expected that the data from these studies would be suitable for illustrating the operational use of a software's variability. All of this was done in order to do a sensitivity analysis on the prior distributions and prediction observations that were selected.

The estimates of Y and theta, including the mean and the 95% Bayesian confidence interval, differ only a little, according to the findings of the study on the sensitivity of prior distribution selection.

The median relative error, which was 24% in estimating the number of security issues reported, was used to calculate the predictive accuracy for the future.

Based on the findings, it is possible to successfully anticipate security problem disclosure occurrences using the Bayesian security problem disclosure model.

# Disclosure and Patching Policies Analysis

## Impact of Security Failures

Here, the emphasis was on examining how patching and repair practices in full-disclosure and limited-disclosure browsers affected field failures. It was discovered that "full disclosure" software products require more time to resolve security flaws than "limited disclosure" software products. Therefore, "limited disclosure" solutions would have a bigger overall user impact during the failure of a security issue. However, "full-disclosure" browsers may have more active systems at a given moment than "limited-disclosure" browsers.[[11]](#endnote-11) What is the total impact when taking into account the usage profile as well as the corrective and patching policies?

In order to provide a response, security breach simulations were created and random constant spread models[[12]](#endnote-12) designed after the outbreak of the code-red virus were used[[13]](#endnote-13). Four security failure simulation cases were constructed. In the first case, viruses are created to propagate primarily when a substantial fraction of the operating systems are weak. An analysis known as the Mann-Whitney U test[[14]](#endnote-14) was utilized to establish whether there is a notable difference in the number of computers impacted by security flaws in "full-disclosure" and "limited disclosure" browsers. On one hand, for full-disclosure browsers, automatic patching was employed. On the other hand, for limited-disclosure browsers, non-automatic patching was used. The findings showed that the number of systems impacted by security flaws varied significantly. The average ratings demonstrate that more systems are affected by limited disclosure browsers than by full disclosure browsers.

In the second scenario, it is predicted that attackers would continue to target users for exploits even after 80% of users have installed fixes. Therefore, the remaining 20% would be the target of the attackers. This relies on the assumption that security flaws persist until every system has been fixed. It was calculated that all systems with full-disclosure browsers would have received patches after 180 days, while all systems with limited-disclosure browsers would have received patches after 806 days. Although 806 days may seem like a very long period for security flaws to propagate, this may not be the case. For instance, the “Conficker” was a virus that exploited a vulnerability in Microsoft Windows that was patched in October 2008. The “Conficker” virus continued to infect systems for around a year and a half. Getting back to the second scenario, following the required test, it was discovered that there was a considerable variation in the number of systems affected by security flaws. The average ratings demonstrate that more systems are impacted by limited disclosure browsers than by full disclosure browsers.

The users' patching habits in the aforementioned scenarios determine how long a security issue persists in the real world. For "full disclosure" and "limited disclosure" browsers, this would result in varying failure times.

The third case took into consideration the failure window and patching procedure that are common for both full-disclosure and limited-disclosure browsers. In this case, it was assumed that the security failures would last for about a month for both full-disclosure and limited-disclosure browsers. The resulting average scores of the impacted systems for limited-disclosure browsers were discovered to be higher than those for full-disclosure browsers.

In the fourth case, the failure periods for popular security threats were observed. Turns out that those failure periods turned out to be approximately a week. This work established the base that there was a need to look at short failure periods. The results of the Mann-Whitney U test show that there is a significant difference in the number of users affected in the event of security failures. The mean scores show that the number of systems that have “limited-disclosure” browsers affected is greater than the number of systems that have “full-disclosure” browsers affected.

## Impact of Patching Policies

Early notification of voluntary security issues may let users take protective measures against prospective cyberattacks. This course of action will raise some questions, such as “what conditions should be present in order to determine that the early disclosure of voluntary security problems is a good policy?”, “How will the developers calculate the number of users that have to take the necessary precautions to compensate for the delay in fixing the presented problem?”, “Is there a way for the developers to take advantage of this opportunity to allow additional time to fix the problem?”, etc. These questions reveal that early disclosure may have drawbacks. One of those drawbacks is that developers can take advantage of that chance to give themselves more time to address security issues. This can be especially harmful when the developers are unable or fail to calculate the proportion of users who will need to take precautions to make up for the delay in correcting the issues. Following the requisite testing, it was discovered that only 18% or 19% of users take measures, which results in a considerable disparity in the number of people exposed. The sooner the developers can address the security issue, the lower that proportion must remain.

When migrating from a limited disclosure browser to a full disclosure browser, it was discovered that the user would be better off utilizing a limited disclosure browser rather than a full disclosure browser if they are unable to deploy security updates within 5 days after converting to full disclosure.[[15]](#endnote-15)

# Why Security Problems Should Not Always Be Publicly Disclosed

Because most people (over 50%) are technologically illiterate and converting from a limited disclosure browser to a full disclosure browser requires people to apply security patches within 5 days after switching and most people would be too lazy and/or would not know how to apply them, one could conclude that staying with a limited liability browser should be what most people do.

As previously mentioned, publicly disclosing security problems would open the door to more attacks as everyone would know there is a liability in the software – including those who are not aware of such a liability – would be able to exploit that liability to their advantage. As stated, this could easily ruin the operational profile of the software. Not to mention the dangerous and vulnerable position the software users would be put in because of the increased attacks.

Even if the security problem has been patched for most users, attackers would most likely still target the remaining users who did not patch the security problems. Publicly disclosing the security problem increases the probability that those users will be targeted as more attackers would be exploiting the issue in the software.

# Conclusion

The security of software is a very important metric when evaluating the quality of the software. If the software system has a large number of users, analyzing the security problems by taking into account the operational profile of the software is prudent when analyzing the operational security of the software systems. Developer response process, user patching process, attacker intrusion processes, all of which are public information, and software usage levels can be collected and analyzed as a single unit. This information can be used to either improve the understanding of security issues, processes, and related decision making or be used to determine better intrusion processes.

Roles and perspectives on software usage should be prioritized in a security problem response model. The classical reliability models perform significantly better when applied to the software security space, where the exposure is stated in terms of in-service time or system utilization, according to the comparison between the classical reliability model and the Bayesian model. In terms of operational software use, the Bayesian Revelation model can forecast the disclosure of security issues with a degree of performance comparable to that of traditional software reliability models.
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